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Abstract—The textual descriptions in logging statements (i.e.,
logging texts) are printed during system executions and exposed
to multiple stakeholders including developers, operators, users,
and regulatory authorities. Writing proper logging texts is an
important but often challenging task for developers. However,
despite extensive research on automated logging suggestions,
research on suggesting logging texts rarely exists. In this paper,
we present LoGenText, an automated approach that generates
logging texts by translating the related source code into short
textual descriptions. LoGenText takes the preceding source code
of a logging text as the input and considers other context
information such as the location of the logging statement, to
automatically generate the logging text using neural machine
translation models. We evaluate LoGenText on 10 open-source
projects, and compare the automatically generated logging texts
with the developer-inserted logging texts in the source code.
We find that LoGenText generates logging texts that achieve
BLEU scores of 23.3 to 41.8 and ROUGE-L scores of 42.1 to
53.9, which outperforms the state-of-the-art approach by a large
margin. In addition, we perform a human evaluation involving
42 participants, which further demonstrates the quality of the
logging texts generated by LoGenText. Our work is an important
step towards automated generation of logging statements, which
can potentially save developers’ efforts and improve the quality
of software logging.

I. INTRODUCTION

Developers insert logging statements in the source code
to collect valuable runtime information of software systems.
Logging statements produce execution logs at runtime, which
play important roles in the daily tasks of developers and
other software practitioners [1], [2]. An example logging
statement from HBase, LOG.warn("Failed to create dir {}",
dst), has a verbosity level of warn, a dynamic variable dst
whose value will be dynamically determined, and a logging
text Failed to create dir which will be directly outputted
during software execution. Prior work has leveraged the rich
information in logs to support different software engineering
activities, including system comprehension [3], [4], anomaly
detection [5], [6], [7], [8], [9], and failure diagnosis [10], [11].
In particular, logs are usually the only available resource for
diagnosing field failures [12].

Extensive prior research has shown that writing proper
logging statements is an important and challenging task [13],
[14], [15], [16]. Besides the typical challenges of deciding
where to log [17] and how to choose verbosity levels [18],
deciding the textual information in the logging statement is
even more challenging [19]. Prior studies find that developers

spend significant efforts modifying the textual information
in their logging statements [13], [20], [14], [15], [16]. A
recent study has shown that developers rely heavily on reading
the text in the logging statement while misleading textual
information often makes the use of logs counterproductive [2].

Despite the importance of logging texts, there exists rare
research effort that devotes to assisting developers in writing
logging texts. A recent study by He et al. [19] proposes an
approach that reuses the texts in the logging statements from
similar code snippets. However, since only existing logging
texts are directly reused, the texts generated by the prior ap-
proach may still require significant revisions by practitioners.
Nevertheless, prior work [19] has demonstrated the potential
possibility of automatically generating logging texts.

In order to help developers address the challenges of writ-
ing logging texts, we propose LoGenText, a neural-machine-
translation based approach. LoGenText automatically generates
the textual description of a logging statement by translat-
ing the related source code into logging texts. Specifically,
we adopt a Transformer-based Sequence-to-Sequence model
which leverages an encoder-decoder architecture to automate
translations and uses the attention mechanism to boost its
performance [21]. In LoGenText, the target sequence of the
Transformer-based model is a logging text, and the source
sequence is its related source code. We consider the source
code preceding the logging text as the source input. We
also consider incorporating other contexts that may provide
relevant information about the logging texts to be generated,
including the location of the logging statement, the succeeding
source code, and the logging texts in similar code snippets. To
incorporate such contexts, we further extend the Transformer
by adding additional encoders that integrate the context infor-
mation into the model [22]. The outputs of these encoders are
then formed as a new input to the decoder which generates
the logging text as the final output of LoGenText.

We evaluate LoGenText on 10 open-source Java projects
from different domains. We first evaluate the automatically
generated logging texts by comparing them with the original
logging texts inserted by developers using quantitative metrics
such as BLEU and ROUGE-L. LoGenText achieves BLEU
scores of 23.3 to 41.8 and ROUGE-L scores of 42.1 to
53.9, which outperforms the baseline approach from prior
research [19] by a large margin. On the other hand, our
evaluation results show that incorporating other context in-



formation (e.g., the location of the logging statement) can
further improve LoGenText. In order to further understand
the effectiveness of LoGenText, we conduct a human-based
evaluation that involved 42 participants. The results confirm
that LoGenText can provide high-quality logging texts and it
significantly outperforms the baseline approach in generating
logging texts.

The contributions of this paper include:
• Our automated approach LoGenText significantly im-

proves the state-of-the-art in generating logging texts.
• Our work suggests that automated approaches for logging

text generation should not only focus on the preceding
code of a logging statement, but also consider other
context information to further improve the performance.

• Our work demonstrates the promising direction of lever-
aging advances in neural machine translation techniques
to generate logging texts.

Our work is an important step towards automated generation
of logging statements. Our findings shed light on future
research opportunities that apply up-to-date neural machine
translation techniques in automated generation and suggestion
of logging statements. We share our extracted datasets from
the 10 open-source projects and the configurations used for
training our models1.
Paper Organization. Section II presents the details of our
approach LoGenText. Section III presents the setup of the ex-
periment for evaluating LoGenText. Section IV and Section V
present the results of evaluating LoGenText through quanti-
tative metrics and human evaluation. Section VI discusses
threats to the validity. Section VII presents the related work.
Finally, Section VIII concludes the paper.

II. APPROACH

In this section, we describe the details of LoGenText that
leverages neural machine translation (NMT) to automatically
generate logging texts.

A. Approach Overview

LoGenText is a NMT-based approach that uses deep neural
networks to translate source code into logging texts. Figure 1
illustrates the overall approach of LoGenText. First, for each
logging statement in the source code, LoGenText extracts its
logging text, the source code preceding the logging text (i.e.,
the pre-log code), and the context information from the source
code (i.e., data preparation). Then, LoGenText feeds the
extracted logging text, the pre-log code (i.e., the source), and
the context information into a Transformer-based Sequence-
to-Sequence (Seq2Seq) model [21] that consists of embedding
layers, encoders, and decoders (i.e., model training). Finally,
the trained model takes the source (the pre-log code) and
the context information as input and translates it into the
corresponding logging text (i.e., model inference). We detail
each of these three steps in the rest of this section.

In the base form of LoGenText, we use the pre-log code of a
logging statement to generate its logging text. We evaluate the

1Data package: https://github.com/conf-202x/experimental-result

base form of LoGenText in RQ1 (Section IV-RQ1). In RQ2
(Section IV-RQ2) and RQ3 (Section IV-RQ3), we propose
a context-aware form of LoGenText and discuss the impact
of adding the context information, including the location of
the logging statement in the abstract syntax tree (AST) (i.e.,
the structural (AST) context), the source code succeeding the
logging statement (i.e., the post-log code), and the logging
text in the most similar code snippet, on the performance of
LoGenText. The pre-log code is fed as the source, while other
context information is fed as the context to the model.

B. Data Preparation

LoGenText takes three parts of information about a logging
statement to train the model: 1) logging text, which refers to
the static plain text in the logging statement, 2) source, which
contains the pre-log code, and 3) context, which includes the
structural (AST) context, the post-log code, and the logging
text in similar code.

1) Extracting the logging text: We first extract the complete
logging message (including the logging text and variables)
from the logging statement. Since our focus is on the logging
text, we then replace the variables with a wildcard (<vid>). For
example, given the following logging statement from Hadoop,
the extracted logging text is “Removed child queue: <vid>”.
// Original logging statement:

LOG.debug("Removed child queue: {}",
cs.getQueueName())

// Extracted logging text:
"Removed child queue: <vid>"

2) Extracting the source data: We use the pre-log code as
the main input (i.e., the source data) for our neural translation
model. Specifically, the source data includes the code from
the method start point to the location right before the logging
text of the logging statement. We consider the pre-log code as
our main input for logging text generation because a logging
statement usually communicates the runtime behavior of the
system before the execution of the logging statement [23], [2].

3) Extracting the context data: We consider three types
of data as the context input of our neural translation model,
including the structural (AST) context, the post-log code
context, and the logging text in similar code. We discuss the
details of extracting the structural context and the post-log
code context in RQ2 where we discuss the impact of such
contexts. Similarly, we discuss the details of extracting the
logging text in similar code in RQ3.

4) Pre-processing the logging text and source data: Follow-
ing the previous approaches for pre-processing the input text
data [19], [24], [25], we convert the logging text and source
code text into lower cases and tokenize them into token units.
We also remove all the non-identifiers (e.g., quotation marks).

A potential challenge is the out-of-vocabulary (OOV) tokens
of the source code and logging texts [26], [27]. At testing
time, there would be tokens that have never occurred in
the training data, which may lead to the poor translation
of the NMT systems [28]. One way to alleviate the OOV
problem is to enlarge the dictionary size to include more rare
tokens. However, due to the fact that user-defined identifiers

https://github.com/conf-202x/experimental-result
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Fig. 1: An overview of LoGenText.

(i.e., not reserved by the programming language) take up the
majority of code tokens, they have a non-negligible influence
on the vocabulary of translation dictionary [27]. Thus, using
a large dictionary to cover the user-defined tokens would
increase the difficulty of training the translation model, as it
requires more training data and hardware resources [27]. To
address this problem, we employ byte pair encoding (BPE), a
data compression technique, to segment the code tokens into
subword units [29], [30]. This is based on the intuition that
users often define identifiers via combining smaller word units.
For example, the token “getQueueName” is a combination of
three subwords, i.e., “get”, “queue” and “name”. In this way,
our approach can encode all tokens as sequences of subword
units.

We set the maximum length of both the logging text
sequences and the source code sequences to 1,024 (the default
value of our Transformer-based model). The tokens of the
sequences beyond the maximum length will be truncated; the
sequences shorter than the maximum length are padded. 0% of
the logging text sequences are truncated and 3.7% to 3.8% of
the source code sequences are truncated in the studied projects.

C. NMT-based Log Generation

In our approach, we consider the logging text generation
task as a machine translation task, i.e., translating a code
snippet into logging text that communicates the internal
behavior of the code snippet. Thus, we can apply neural
machine translation (NMT) techniques to solve the logging
text generation problem. Formally, given a source sequence
X = (x1, x2, . . . , xS), our goal is to predict tokens in the
target logging text Y = (y1, y2, . . . , yT ). Most NMT models
use an encoder-decoder architecture. The input to the encoder
is the source sequence X , and the output of the encoder
is a sequence of distributed representations. The generated
representations are then fed into the decoder part, where the
tokens in the target sequence are generated one by one [31].
Hence, the objective of the models is to approximate the
conditional distribution logP (Y |X; θ) over the given source
target pairs and model parameters θ.

Our model is also based on an encoder-decoder model,
in particular, the Transformer model proposed by Vaswani
et al. [21], which has shown outstanding performance in
many software engineering tasks (e.g., source code summa-
rization [32] and code completion [33]). Figure 2 illustrates
the structure of the Transformer translation model that is
implemented in LoGenText. Like many other sequence to

sequence models, the Transformer utilizes an encoder-decoder
structure, which is explained in detail in the rest of this section.
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Fig. 2: An overview of the Transformer translation model.

Source encoder: As Figure 2 shows, the source encoder
component makes use of N stacked layers. Each layer is
broken down into two sub-layers. The first sub-layer is a self
attention layer:

Attention (Q,K, V ) = softmax(
QKT

√
dk

)V (1)

where Q,K, V are the query, key, and value vectors,
√
dk

is a normalization factor where dk is the dimension of the
key/query vector, Attention is the output of the attention
layer. The self attention mechanism allows the model to look
at other positions for extra information while encoding the
current position.

The residual connection and layer normalization are then
applied on the output of the attention layer:

LayerNorm (Attention+X) (2)

where X is the vector representation of the input token after
positional encoding (explained in the next paragraph). The
output is then fed to the second sub-layer, a fully connected
feed forward network. Note that the feed forward network is
point-wise, which means the network is applied independently
to individual vectors generated by the attention layer.

Positional encoding: The orders of the tokens in the source
sequence are important for a machine translation model. To
address this, unlike RNN and its variances, Transformer adopts
positional encoding to inject the relative positional information
into the token representations. Specially, a positional vector is



added to the input embedding, where the positional vector pe
for tth token is calculated as follows:

peit =

{
sin (wk · t) if i = 2k

cos (wk · t) if i = 2k + 1
(3)

where k is used for determining whether i is an odd or even
number, i ∈ {0, . . . , d− 1} is the encoding index, d is the
dimensionality of the input embedding, and wk = 1

100002k/d .
The final token representation fed into the self attention layer
is a sum of the token embedding and the positional encoding.

Context encoder: The structure of the context encoder is
the same as the source encoder. As the context inputs (i.e.,
the structural context, the post-log code context, and logging
text in similar code) are only discussed in RQ2 and RQ3, we
describe the details about how we integrate the context into
our model in RQ2.

Target decoder: The decoder in Transformer has a similar
structure with the encoder. It also consists of N stacked layers,
with three sub-layers in each layer (slightly different to the
two sub-layers in the source encoder). The additional second
sub-layer takes the source encoder’s output and the decoder’s
states which are generated by the first self attention sub-
layer. Besides, an attention masking is applied to the first
self attention sub-layer. This masking prevents the future
information from being leaked to the decoder before the
prediction and ensures that the predictions only rely on the
previous outputs.

Given a source code and logging text corpus D, the goal
of training the Transformer model is to find parameters θ that
maximize the log likelihood of the training data:

θ̂ = argmax
θ

∑
〈X,Y 〉∈D

logP (Y |X; θ) (4)

where P is the conditional probability of the target sequence
Y (i.e., the logging text) given the source sequence X (i.e.,
the source code).

III. EVALUATION SETUP

A. Subject projects

We evaluate LoGenText on 10 open-source Java projects.
We choose the same subject projects that are used in prior
work [19] which studies the characteristics of logging texts.
The details of the studied versions of these projects are listed
in Table I. The source lines of code of the studied projects
ranges from 330K to 1.7M. These projects have about 2K
to 12K logging statements, among which 76.2% to 95.8%
have logging texts. Similar to prior work [19], we evaluate
LoGenText on the logging statements with logging texts.

B. Experimental settings

1) Model training settings: The goal of LoGenText is to
use the Transformer-based model to automatically generate
logging texts with the source code as the input. Our LoGenText
is implemented based on Fairseq [22], [34], a sequence-to-
sequence modeling toolkit. We use the same model structure
as in the original Transformer model: six stacked layers (i.e.,

TABLE I: Details of the studied projects.

Project Version SLOC # of logging
statements

# of logging
statements with text

ActiveMQ 5.16.0 415k 2,185 2,093 (95.8%)
Ambari 2.7.5 490K 4,150 3,651 (88.0%)
Brooklyn 1.0.0 339K 2,937 2,813 (95.8%)
Camel 3.4.2 1.4M 7,046 6,366 (90.3%)
CloudStack 4.14.0 645K 12,015 10,613 (90.3%)
Hadoop 3.3.0 1.7M 12,471 11,270 (88.3%)
HBase 2.3.0 778K 5,534 5,071 (90.4%)
Hive 3.1.2 1.7M 6,845 6,290 (91.6%)
Ignite 2.8.1 1.1M 3,366 3,048 (90.6%)
Synapse 3.0.1 330K 1,978 1,508 (76.2%)
Avg. 890K 5853 5272 (90.1%)

N = 6), 512 embedding dimensions for both the source en-
coder and the target decoder, and 2,048 feed-forward embed-
ding dimensions. We use the Adam optimizer to optimize the
model parameters (same as the original Transformer model).
To prevent overfitting, we use a dropout rate of 0.1. More
details about the configuration of hyperparameters can be
found in our replication package.

For each subject project, we split all the instances into
80%/10%/10% training/validation/testing sub datasets2. As the
number of instances in each subject project is relatively
small (i.e., about 1.5K to 11K), it is challenging to fit a
Transformer model with more than forty million parameters.
To overcome this problem, we adopt a two-stage training
strategy (a.k.a.,transfer learning (TL)) [35], [36], [37]: for
each subject project, 1) we first pre-train a model using all
the training sets from 10 projects for 50 epochs, and 2) we
then continue to fine-tune the pre-trained model parameters
using the target project’s training set for another 50 epochs.
The validation set is used to monitor the performance of the
model during training to avoid overfiting.

For inference, we use the beam search with a width of eight,
which means at each step, the top eight candidate tokens with
the highest scores are kept for the next step. However, the
beam search algorithm favors shorter sequences [38], [39]. To
address this problem, we adopt the length penalty, which gives
favors to longer sequences [40]. In our experiments, we set the
value of length penalty to 2.5. In addition, we set the maximum
length and minimum length of the generated logging text to be
100 and 3, respectively, as we find that the lengths of 92.4%
to 98.4% of the logging texts in the studied projects fall in
this range.

The training of our models are conducted in a cluster of
machines each with a NVIDIA V100 Tensor Core GPU.

2) Model evaluation approaches: We evaluate the per-
formance of LoGenText using a combination of quantitative
evaluation and human evaluation.

Quantitative evaluation: We use two widely used machine
translation evaluation metrics, BLEU [41] and ROUGE [42],
to evaluate the quality of the generated logging text sequences
in terms of their similarity to the original logging texts inserted
by the developers. The details of these evaluation metrics are
described in the research questions that apply these metrics.

2The sizes of training datasets range from 1K to 9k.



Human evaluation: In order to evaluate how developers
perceive the generated logging texts, we also performed a
human evaluation, which is detailed in Section V.

C. Baseline approach

We compare our approach with prior work by He et al. [19],
which is by far the state-of-the-art approach for generating
logging texts. Their method assumes that similar code snippets
tend to have similar logging texts. To generate the logging text
for a given code snippet, He et al. [19] perform a search in the
training corpus to retrieve the most similar code snippet based
on Levenshtein distance [43]. The logging text of the most
similar code snippet is used as the logging text for the given
code snippet. We re-implement their method as a baseline to
compare with our approach.

IV. EVALUATION RESULTS

In this section, we discuss the results of evaluating LoGen-
Text through answering three research questions.
RQ1: How well can the base form of LoGenText automat-
ically generate logging text?
Motivation. Prior research [19] has observed that logging texts
are predictable and proposes a simple approach (the baseline
approach in Section III) based on the intuition that similar
code snippets contains similar logging texts. Such a simple
approach has demonstrated a promising result. Therefore, in
this RQ, we would like to explore whether our NMT-based
solution (i.e., LoGenText) can automatically generate logging
texts with a better performance than the baseline approach.
Approach. We evaluate the base form of LoGenText, i.e.,
using only the source input (pre-log code) to generate the
logging texts, and compare it with the baseline approach [19].
Following prior work [19], we evaluate the quality of the
generated logging texts using two widely used metrics for
machine translation evaluation, i.e., BLEU3 [41], [44] and
ROUGE4 [42]. Both BLEU and ROUGE take the automat-
ically generated logging texts and the reference logging texts
(i.e., the original logging texts written by developers) as input
and calculate the similarity between them, which outputs a
percentage score between 0 and 1. The higher the score, the
better the generated logging texts in terms of their similarity
to the reference logging texts.

BLEU (Bilingual Evaluation Understudy) is used to evalu-
ate the match between a generated text and a reference text,
which is calculated as follows:

BLEU = BP · exp

(
N∑
n=1

wn log pn

)
(5)

BP =

{
1 if c > r

e(1−r/c) if c ≤ r (6)

where pn is the modified n-gram precision (i.e., the maximum
number of n-grams co-occurring in the automatically gener-
ated logging text and the reference logging text divided by the
the total number of n-grams in the generated logging text), wn

3https://github.com/mjpost/sacrebleu
4https://github.com/pltrdy/rouge

are positive weights that can be configured, BP is a brevity
penalty, c is the length of the generated logging text and r is
the length of the reference logging text. In our evaluation, we
choose N = 4 and uniform weights wn = 1/N , same as prior
work [19]. In addition to the overall BLUE score, we also
consider the specific BLEU-n (n = 1, 2, 3 ,4) scores, which
are the BLUE scores considering only one gram size.

ROUGE (Recall-Oriented Understudy for Gisting Evalua-
tion) is a set of metrics for evaluating automated generated
texts in text summarization and translations. ROUGE is cal-
culated as follows:

ROUGE-n =

∑
gramn∈Ref Countmatch(gramn)∑

gramn∈Ref Count(gramn)
(7)

where n is the length of the n-gram (gramn), and
Countmatch(gramn) is the number of n-grams co-occurring
in the automatically generated logging text and the reference
logging text, Ref . We calculate ROUGE-1, ROUGE-2 and
ROUGE-L. ROUGE-L measures the longest matching se-
quence of tokens using LCS (Longest Common Subsequence).
Results. Our base form of LoGenText generally outperforms
the baseline approach. Our experimental results of comparing
LoGenText with the baseline on the 10 studied projects are
presented in Table II. The best results are highlighted in
the bold font. We can see that the base form of LoGenText
provides a ROUGE-L score of 41.1 to 52.3 and a BLEU
score of 21.8 to 39.0 for the studied projects. As shown in
Table II, LoGenText outperforms the baseline approach for all
the projects in terms of ROUGE-L by 5.7% to 22.8% and
has a higher BLEU score than the baseline approach by 2.9%
to 18.5% in seven out 10 projects. In addition, besides the
overall BLEU and ROUGE-L, LoGenText performs better than
the baseline approach in almost all different gram sizes (i.e.,
BLEU-n and ROUGE-n). Our results indicate the promising
research direction of using neural translation techniques in
automated generation of logging text.

On the other hand, we also observe that the base form of
LoGenText may not always provide a better performance in
terms of BLEU scores (e.g, BLEU-4). As shown in Table II,
LoGenText performs better than the baseline approach for
seven out 10 projects in terms of BLEU but worse for the other
three projects (Brooklyn, Synapse and Hive). By examining
the BLEU scores of different gram size (i.e., BLEU-n), we
realized that the base form of LoGenText always outperforms
the baseline in terms of smaller gram sizes (i.e., BLEU-1
and BLEU-2); in some cases (e.g., for the projects Brooklyn,
Synapse, and Hive) , the base form of LoGenText may not
perform better than the baseline approach in terms of larger
gram sizes (i.e., BLEU-3 and BLEU-4). This phenomenon
can be explained by the different working mechanisms of
these two different approaches. The baseline approach simply
reuses logging texts from other code snippets [14], thus it
tends to produce long sequence of identical tokens between
code snippets, which can result in relatively high larger-gram
BLEU scores, especially when there are many duplications
of logging texts [45]. In contrast, LoGenText automatically
generates new logging texts token by token, thus it may not

https://github.com/mjpost/sacrebleu
https://github.com/pltrdy/rouge


TABLE II: Evaluation results of using LoGenText and the baseline approach to generate logging texts (RQ1).
Projects Methods BLEU(%) BLEU-1(%) BLEU-2(%) BLEU-3(%) BLEU-4(%) ROUGE-L(%) ROUGE-1(%) ROUGE-2(%)

ActiveMQ Baseline 21.0 37.0 22.9 18.4 16.0 36.1 36.0 21.6
LoGenText 23.0(+9.5%) 44.6 26.0 19.6 16.0 43.4(+20.4%) 43.1 25.1

Ambari Baseline 19.9 36.8 22.0 17.0 14.1 36.8 37.5 22.4
LoGenText 22.8(+14.6%) 44.0 25.6 17.8 13.4 42.9(+16.5%) 44.1 24.7

Brooklyn Baseline 26.0 41.4 25.5 21.8 19.7 38.1 40.9 23.0
LoGenText 25.4(-2.1%) 48.7 28.4 20.8 16.8 43.6(+14.4%) 47.1 26.2

Camel Baseline 37.9 51.5 39.2 35.6 33.8 47.5 47.9 33.0
LoGenText 39.0(+2.9%) 58.3 43.3 38.1 35.9 52.3(+10.2%) 52.5 35.3

CloudStack Baseline 30.1 46.6 33.5 28.4 25.4 43.9 44.5 30.0
LoGenText 34.6(+14.7%) 52.4 37.3 30.0 25.6 50.1(+14.0%) 50.8 35.2

Hadoop Baseline 19.6 37.2 22.8 18.7 16.8 34.1 34.9 20.1
LoGenText 21.8(+11.1%) 44.4 25.4 19.1 16.5 41.1(+20.5%) 42.3 23.0

HBase Baseline 19.5 38.4 24.2 19.4 15.9 38.4 38.9 26.1
LoGenText 23.1(+18.5%) 46.1 28.2 21.6 17.2 46.5(+21.2%) 47.0 30.6

Hive Baseline 28.2 42.9 29.8 26.2 24.0 42.4 42.9 28.9
LoGenText 28.0(-0.6%) 47.4 30.8 25.2 21.7 46.7(+10.2%) 47.2 29.8

Ignite Baseline 21.5 38.5 23.4 18.4 14.8 37.1 38.0 22.9
LoGenText 24.9(+15.6%) 50.9 30.7 23.3 18.3 45.5(+22.8%) 47.2 27.1

Synapse Baseline 34.1 46.7 36.7 31.7 27.2 46.9 46.8 36.9
LoGenText 28.9(-15.3%) 53.3 34.7 26.7 21.5 49.5(+5.7%) 50.2 32.0

Avg. Baseline 25.8 41.7 28.0 23.6 20.8 40.1 40.8 26.5
LoGenText 27.1(+5.0%) 49.0 31.1 24.2 20.3 46.1(+15.0%) 47.2 28.9

Note: The numbers in the brackets indicate the relative change of LoGenText to the baseline approach.

always produce long sequences of tokens that are identical to
the ones written by developers, even though the generated ones
may have similar semantic meanings with the written ones, as
discussed in our user study in Section V.
The base form of our NMT-based approach LoGenText
generally outperforms the baseline approach that leverages
the existing logging texts in similar code snippets. Our
results illustrate the promising future research opportunity
of formulating automated logging text generation as neural
machine translation tasks.

RQ2: Can incorporating context information improve the
base form of LoGenText in generating logging texts?
Motivation. Prior studies [46], [31], [47], [48], [49], [50],
[51], [52] on NMT show that incorporating the context in-
formation (e.g., surrounding text) of the source input may
provide promising results in generating better translations.
In addition, the context information (e.g., surrounding source
code, AST structure of source code) of a particular source code
of interest has shown benefits in some software engineering
(SE) tasks that rely on neural network-based techniques [53],
[54], [55], [56], [27]. Therefore, in this research question,
we aim to understand whether the context information (e.g.,
the post-log code and the structural (AST) information of
a logging statement) can help further improve LoGenText in
automatically generating logging texts.
Approach. We propose a context-aware form of LoGenText
and consider two types of context information in this research
question: the post-log code and the structural (AST) informa-
tion related to a logging statement. Below we discuss how we
extract such information and incorporate it in LoGenText.

Extracting context information. Extracting the structural
(AST) context: We use AST extracted by srcML [57] to
represent the location of a logging statement. The structural
information represented by the AST has been applied success-
fully in many SE tasks, including suggesting where to log [17]

and how to choose log levels [18]. First, we extract the AST of
the method containing the logging statement. Then, we convert
the AST into a sequence of AST node types (e.g., if statement)
following a depth-first traversal. We only keep the sequence
of AST node types prior to the logging statements.

Extracting the post-log code context: Although a logging
statement is usually not directly related to the subsequent
code (i.e., post-log code), prior research [19] shows the post-
log code may provide some extra information relevant to the
logging text. Therefore, we consider the post-log code as the
context input instead of the source input in our NMT-based
model. Specifically, the post-log code contains the code from
the location that immediately follows the logging statement to
the end of the containing method. We use the same approach
as the pre-log code (cf., Section II) to convert the post-log
code into a sequence of code tokens.

Integrating context information in our models. There are
mainly two approaches for integrating the context information
in NMT-based models: (1) simply concatenating the context
and the source as a new input sequence [58], [59], and
(2) utilizing a multi-encoder model, where additional neural
networks are used to encode the context [22], [31], [46]. Prior
work [31], [22] shows that the multi-encoder approach is more
effective for incorporating context information in NMT tasks.
We experimented with both approaches and we also found that
the latter approach shows better performance in our context.
Therefore, we use the multi-encoder approach in this paper.

Source sequence
(pre-log code)

Target
Decoder

...
EncoderC EncoderS

Context sequence
(e.g., Structural (AST) context)

Multi Encoders
...

Self Attention

Self Attention

Generated sequence 
(partial logging text)

Gated sum Target sequence (logging text)

Fig. 3: An overview of the multi-encoder Transformer.



TABLE III: Evaluation results of incorporating contexts (AST, post-log code) in LoGenText for logging text generation (RQ2).
BLEU(%)

ActiveMQ Ambari Brooklyn Camel CloudStack Hadoop HBase Hive Ignite Synapse Avg.
Baseline 21.0 19.8 26.0 37.9 30.1 19.6 19.5 28.2 21.5 34.1 25.8
Base LoGenText (RQ1) 23.0 22.8 25.4 39.0 34.6 21.8 23.1 28.0 24.9 28.8 27.1

With
context

AST 24.1 23.8 27.8 41.8 34.6 23.3 23.5 29.6 28.8 37.2 29.5
Post-log code 24.1 24.5 28.4 39.9 34.3 23.1 24.3 29.6 28.2 34.8 29.1

ROUGE-L(%)
ActiveMQ Ambari Brooklyn Camel CloudStack Hadoop HBase Hive Ignite Synapse Avg.

Baseline 36.1 36.8 38.1 47.4 43.9 34.1 38.4 42.4 37.1 46.9 40.1
Base LoGenText (RQ1) 43.4 42.9 43.6 52.3 50.1 41.1 46.5 46.7 45.5 49.5 46.2

With
context

AST 42.5 43.4 44.0 53.9 50.8 42.1 46.4 48.2 47.6 53.6 47.3
Post-log code 42.8 43.5 44.7 53.6 50.4 41.5 46.3 48.0 46.0 53.4 47.0

Note: Values in bold font indicate the best performing models.

The structure of our context integration approach is illus-
trated in Figure 3. The context encoder replicates the original
Transformer encoder and takes one type of context information
(e.g., AST context, post-log code context) as input. The output
of the context encoder together with the output of the source
encoder are then fed into a self-attention layer. Then, the
outputs of the attention layer and the source encoder are fused
by a gated sum. Formally, let S be the output of the source
encoder and C be the output of the attention layer, the output
of the gated sum G is

G = λ� C + (1− λ)� S (8)

where the gating weight λ is calculated by
λ = σ (W [C, S] + b) (9)

where σ (·) is the sigmoid function, W is the weight param-
eters of the model, and b is the bias.

In order to understand the impact of different types of con-
text information, we evaluate the performance of the models
using each type of context. We use the same metrics used in
RQ1 (i.e., BLEU and ROUGE-L) to evaluate the quality of
the generated logging texts.
Results. Incorporating context information can improve
the performance of the base form of LoGenText and
outperforms the baseline approach in all the studied
projects. Table III shows the results of incorporating different
context information. By comparing the context-aware form of
LoGenText with the base form, we find that by incorporating
the context information using multi-encoders models, we can
obtain a performance improvement on almost all the projects.
For example, by encoding the structural (AST) context into
our LoGenText, we obtain an 29.2% relative (8.4% absolute)
increase in terms of BLEU score in project Synapse over the
base form of LoGenText. Overall, as shown in Table III, the
context-aware form of LoGenText that incorporates the AST
context provides a BLEU score of 23.3 to 41.8 and a ROUGE-
L score of 42.1 to 53.9 for the studied projects, which are
5.0% to 34.0% and 13.7% to 28.3% higher than the baseline
approach, respectively. In addition, unlike the base form of
LoGenText which may underperform the baseline approach
for certain projects (e.g, Brooklyn and Synapse) in terms
of BLEU scores, our context-aware form of LoGenText can
provide better BLEU scores than the baseline approach for all
the studied projects. The results demonstrate that LoGenText
can benefit from the extracted context information.

Meanwhile, we observe that for some projects (e.g., Synapse
and Camel), different types of context can result in diverse
performance. In particular, for the Synapse project, incorpo-
rating AST and post-log code results in BLEU scores of 37.2
and 34.8, respectively. This finding suggests that practitioners
should be careful with the selection of contexts for different
projects, as they may produce diverse results. On the other
hand, we also observe that leveraging the AST context per-
forms better than post-log context in seven out of the 10
projects and has the largest improvement over the base form of
LoGenText on average. This observation further confirms the
success of applying AST information in suggesting logging
activities [17], [18].

We also find that incorporating additional context may not
always improve the performance of LoGenText significantly.
As shown in Table III, by adding context using the multi-
encoders model, the performance on the project CloudStack
(using AST context) remains the same as that without the
context. This may be due to the fact that CloudStack has a
much higher number of pre-log code tokens for each generated
logging text (information used in the base form of LoGenText)
than other projects, leading to less value of adding the context
information.
Incorporating context information (AST and post-log code)
can improve the performance of the base form of LoGenText
for generating logging texts, and different context informa-
tion may have diverse impact on the studied projects.

RQ3: Can incorporating logging text from similar code
improve the base form of LoGenText in generating logging
texts?
Motivation. Prior work [19] proposes a preliminary logging
text generation approach that simply reuses the logging text
from the most similar code snippet (i.e., our baseline approach)
and achieves promising results. Their results suggest that the
logging in similar code may provide additional information
about the logging text to be generated. Although we demon-
strate better performance of LoGenText than the baseline, it
may be the case that the information captured by LoGenText
and that captured by the baseline approach do not overlap.
Therefore, including the information provided by the baseline
may further improve the results. Therefore, in this research
question, we aim to explore the impact of incorporating log-
ging text in similar code on automated logging text generation



TABLE IV: Evaluation results of incorporating logging text from similar code in LoGenText for logging text generation (RQ3).
BLEU(%)

ActiveMQ Ambari Brooklyn Camel CloudStack Hadoop HBase Hive Ignite Synapse Avg.
Baseline 21.0 19.8 26.0 37.9 30.1 19.6 19.5 28.2 21.5 34.1 25.8
Base LoGenText (RQ1) 23.0 22.8 25.4 39.0 34.6 21.8 23.1 28.0 24.9 28.8 27.1

With
context

Logging text from
similar code 25.8 25.3 27.5 41.6 34.4 22.8 24.0 29.2 26.6 34.0 29.1

ROUGE-L(%)
ActiveMQ Ambari Brooklyn Camel CloudStack Hadoop HBase Hive Ignite Synapse Avg.

Baseline 36.1 36.8 38.1 47.4 43.9 34.1 38.4 42.4 37.1 46.9 40.1
Base LoGenText (RQ1) 43.4 42.9 43.6 52.3 50.1 41.1 46.5 46.7 45.5 49.5 46.2

With
context

Logging text from
similar code 44.8 44.1 43.9 53.9 50.7 41.8 46.6 47.5 46.4 53.1 47.3

Note: Values in bold font indicate the best performing models.

and examine whether we can improve the base form of
LoGenText by utilizing such logging information.
Approach. Similar to prior work [19], we leverage the logging
texts from similar code in the generation of logging texts.

Extracting logging text from similar code. For each
logging statement, we extract its pre-log code and search
for the most similar code snippet in the training dataset.
Specifically, for a given pre-log code snippet, we follow prior
work [19] and use the Levenshtein distance [43] to calculate
the similarity between it and all the other code snippets in the
training dataset. We then extract the logging text in the most
similar code snippet.

Incorporating logging text from similar code. We adopt
the same multi-encoder approach as in RQ2 to incorporate
the retrieved logging text from similar code. In particular, the
logging text in the similar code snippet is encoded using a
context encoder, and then a gated sum is applied on the outputs
of the context encoder and the source encoder, the output of
the gated sum is then fed to the target decoder.

Similar to RQ1 and RQ2, we evaluate the performance of
LoGenText that incorporates the logging text from the similar
code using the BLEU and ROUGE-L metrics.
Results. Incorporating logging text from similar code can
improve the performance of the base form of LoGenText. As
shown in Table IV, we find that by incorporating the retrieved
logging text from similar code using a context encoder, the
performance of the base form of LoGenText can be increased
in nine out of the ten studied projects (e.g., the average BLEU
score increases from 27.1 to 29.1). The results indicate that the
logging in similar code may contain useful knowledge for the
logging text to be generated in the NMT model. However,
incorporating the logging text from similar code (with an
average BLEU of 29.1) is less effective than the LoGenText
that incorporates the AST context (with an average BLEU of
29.5, cf. RQ2).

Similar to our results in RQ2, incorporating logging text
from similar does not improve the performance on the Cloud-
Stack project over the base form of LoGenText. Similarly, this
result may be due to the fact that CloudStack has a large
number of pre-log code tokens for each generated logging
text (information used in the base form of LoGenText), which
may lead to less value of incorporating the additional logging
information from similar code.

Incorporating logging text from similar code can provide
additional information to the base form of LoGenText. How-
ever, it cannot further improve the best performing version
of LoGenText that incorporates the AST context.

V. HUMAN EVALUATION

Our approach LoGenText is evaluated in the last section
based on quantitative metrics (i.e., BLEU and ROUGE scores)
that measure the similarity between the original and the
generated logging texts. However, the quantitative metrics may
not directly reflect how developers perceive the quality of the
generated logging texts. Therefore, in this section, we conduct
a human evaluation to further evaluate LoGenText.

We invited 42 participants in our human evaluation. The
participants include a mix of 23 graduate students who major
in computer science or software engineering and 19 software
developers who are employed in the software industry across
the globe. All the participants have at least five years of
experience in software development.

Our human evaluation contains two tasks: task 1) evaluating
the similarity between the automatically generated logging
texts and the original logging texts extracted from source
code. task 2) evaluating the logging texts separately from
three aspects [60], i.e., relevance, usefulness and adequacy
based on the given source code. For task 1, each participant
was given 15 logging statements that were randomly sampled
from the 10 projects to evaluate. We presented the participants
with the original logging texts, the logging texts generated by
the baseline, and the logging texts generated by LoGenText.
Since our results in Section IV show that the context-aware
form of LoGenText incorporating the AST context has the best
overall performance, we used it to generate logging texts used
in our human evaluation. We named the logging text from the
original logging statement as log-ref and the two generated
logging texts as log-1 and log-2. We asked the participants to
rate the similarity between the generated logging texts (log-1
and log-2) and the original logging texts (log-ref ). In order
to avoid the bias caused by the order of the two generated
logging texts, we randomly assigned the one generated by
LoGenText or by the baseline as log-1 or log-2. Each generated
logging text is evaluated based on a scale from 0 to 4 where 0
means no similarity and 4 means perfect similarity. For task 2,
each participant was randomly given three logging statements
to evaluate. We presented each participant with the original



logging text, the logging text generated by the baseline, the
logging text generated by LoGenText, and the surrounding
method of the logging statement that highlights the location of
the logging statement. We randomly assigned the three logging
texts as log-a, log-b and log-c. We asked the participant to
rate the three logging texts based on the given code snippet
from three aspects, i.e., relevance, usefulness and adequacy.
Relevance refers to how relevant the logging text is to the given
source code. Usefulness refers to how useful the logging text
is for collecting valuable runtime information of the source
code. Adequacy refers to how the logging text is acceptable in
quality or quantity with regard to the given source code. Each
logging text is evaluated based on a scale from 0 to 4 where
0 means irrelevant/useless/unacceptable and 4 means perfect
relevance/usefulness/adequacy.
LoGenText generates logging texts that are significantly
more similar to the original logging texts than that
generated by the baseline approach. Figure 4 presents the
distribution of the user ratings in our evaluation. We find that
LoGenText generates more logging texts with the ratings of 3
and 4 while fewer logging texts with the ratings of 0 and 1 than
the baseline approach. We conducted a Wilcoxon signed-rank
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Fig. 4: Distribution of the rating results (in task 1) in terms
of the similarity between the generated logging texts and the
reference logging texts.

test [61] to compare the ratings of the logging texts generated
by LoGenText and the baseline approach. With a p-value
� 0.00001, we can confirm that the difference between the
ratings of the logging texts generated by the two approaches
is statistically significant. On the other hand, despite the
significant improvement over the baseline approach, we still
observe that more than one third of the automatically generated
logging texts by LoGenText receive a rating of 0 or 1. The
results suggest opportunities for future research that further
improves the automated logging generation.

TABLE V: Comparing the human ratings (in task 1) and the
BLEU and ROUGE scores of the logging texts generated by
LoGenText.

Rating 0 1 2 3 4
BLEU 14.3 20.6 27.4 36.4 78.5
ROUGE-L 21.4 29.7 37.4 46.4 87.3

In order to reflect on the results of our research questions
that leverage quantitative metrics BLEU and ROUGE to eval-
uate LoGenText (cf., Section IV), we analyze the relationship
between the results of the quantitative measurement and the
human evaluation. Specifically, we group the logging texts
generated by LoGenText by each rate, then evaluate the BLEU
and ROUGE score of the logging texts in each group. As

shown in Table V, higher BLEU and ROUGE scores are both
associated with higher user ratings. Such results confirm the
validity of our findings in our research questions that leverage
the quantitative metrics.

We manually examine the generated logging texts for which
the participants assigned a very high rating (i.e., 3 or 4) while
the BLEU and ROUGE values are relatively low (i.e., lower
than median), in order to further understand the quality of the
generated logging texts. In particular, there are 79 (12.5%)
cases where the human ratings are the highest (i.e., 3 or
4) while the BLEU scores are lower than median. We find
two main reasons contributing to such inconsistency 1) Using
shorter words. In the generated logging texts, the generated
words are often short and easy to follow. For example, in a
logging statement from CloudStack,
// Original logging statement:
LOG.info("copying localfile := " + sourceFilepath +

" to hdfsPath := " + destFilePath)
// Extracted logging text after preprocessing:
"copying localfile <vid> to hdfspath <vid>"
// Generated logging text:
"copying local file <vid> to <vid>"

the original logging text uses the term “localfile”; while our
generated logging text uses the term “local file”. Although
these two terms have very low similarity in terms of BLEU
and ROUGE, they have a very similar meaning. 2) Using
synonyms. Another reason for the inconsistency is the use of
synonyms. For example, a logging text from Hadoop says “no
beanstalks defined” while our generated logging text says “no
beanstalk definitions found”. Both logging texts have similar
meanings but with different choices of words, which results
in a high human rating but low BLEU and ROUGE-L values.

// Original logging statement:
log.debug("No beanstalks defined for

initialization.")
// Extracted logging text after preprocessing:
"no beanstalks defined for initialization"
// Generated logging text:
"no beanstalk definitions found for initialization"

LoGenText outperforms the baseline approach in all three
aspects. Table VI shows the mean and median of relevance,
usefulness and adequacy scores of the reference logging
texts and the logging texts generated by LoGenText and the
baseline approach. We can see that LoGenText outperforms
the baseline approach on all three aspects with an average
score of 2.67, 2.41 and 2.15, respectively. Similar to task
1, we also conducted a Wilcoxon signed-rank test and the
difference is statistically significant for each aspect. However,
TABLE VI: Comparing the mean and median ratings of the
logging texts in task 2. The median ratings are in the brackets
following the mean ratings.

Relevance Usefulness Adequacy
Reference 3.37 (4) 3.19 (4) 3.02 (3)
Baseline 2.09 (2) 1.89 (2) 1.75 (2)
LoGenText 2.67 (3)*** 2.41 (3)*** 2.15 (2)**

Note: ***: p-value<0.001; **: 0.001<p-value<0.01.

there is still a non-negligible margin between the logging
texts generated by LoGenText and the reference logging texts.



The results call for future research that narrows down the
gap between the logging texts written by developers and the
automatically generated logging texts. On the other hand, the
mean scores of the reference logging texts are 3.37, 3.19
and 3.02 respectively, which indicate that some logging texts
inserted by the developers can still be further improved and
call for high-quality logging texts to record the software
execution information.
The logging texts generated by LoGenText have a higher
quality than that generated by the baseline approach in
terms of relevance, usefulness, adequacy, and their similarity
to the logging texts written by developers. Our results
also suggest future research opportunities for improving
automated logging generation.

VI. THREATS TO VALIDITY

External Validity. In this paper, we evaluate LoGenText based
on 10 subject systems. All of the subject systems are open-
source systems that are mainly written in Java. Evaluating
LoGenText with a cross-project setting or on other systems
that are written in other languages, with closed-source code,
or running on mobile devices, may further demonstrate the
effectiveness and limitations of our approach.
Internal Validity. In RQ2, we attempt to include two types of
context information to further improve LoGenText. Similarly,
we adopt the same approach to incorporate logging texts
from similar code snippets in RQ3. There could exist other
context information and other strategies for integrating the
context information, while our findings do not in any way
claim to generalize the usefulness of other types of context
information nor other integration strategies. We evaluate the
effectiveness of LoGenText based on both quantitative metrics
(i.e., BLEU and ROUGE) and human ratings. The quantitative
metrics may not reflect the actual quality of the generated
logging from developers’ perspective, while the human ratings
may include subjective bias introduced by the individual
participants. Future work should consider further evaluating
LoGenText by using it in a real-life industrial setting.
Construct Validity. LoGenText requires several hyper-
parameters for the training process, such as the dimensions,
the number of layers, and the number of attention heads, which
may impact the results of generating logging texts. To mini-
mize the bias caused by the hyper-parameter configurations,
we follow the practices from prior studies [21], [22] to con-
figure the hyper-parameters. Performing further fine tuning on
these hyper-parameters may even further improve the results
from LoGenText. In our evaluation, the data from each project
is randomly split into 80%/10%/10% training, validation and
testing datasets, which may introduce the selection bias.

VII. RELATED WORK

Automated logging suggestions. To address the challenge of
logging, prior research has proposed automated approaches
that provide different logging suggestions including the loca-
tions of logging statements [23], [17], [25], [62], [63], [64],
the verbosity levels [18], [65], the variables to include in a

logging statement [66], and the need to update an existing
logging statement [20]. The most related work to our paper is
from He et al. [19], who conduct an empirical study on the
usage of natural language descriptions in logging statements
and propose an automated logging text generation approach
that leverages logging texts from similar code snippets. Their
approach has been adopted in this paper as the baseline
approach (cf., Section III). Other research aims to detect issues
in logging statements. Chen et al. [67] and Hassani et al. [68]
discovered anti-patterns of logging statements from prior log-
related code changes and issue reports. Automated tools are
designed and implemented to detect these anti-patterns in
logging statements. Li et al. [45] discuss the issue of duplicate
logging statements.

Despite the above research efforts, providing automated
suggestions of logging texts is still challenging. Prior work
has highlighted the great importance of the information in the
logging texts [2], [69]. Therefore, our work aims to provide
automated generation of logging texts to support developers’
logging decisions.
Empirical studies on software logging. Empirical studies
have been conducted on the practices of logging. The first
empirical study on quantitatively characterizing the logging
practices was performed by Yuan et al. [13]. Afterwards,
follow-up studies by Chen et al. [14] and Zeng et al. [15]
extend Yuan et al’s study from C/C++ projects to Java projects
and Android app projects, respectively. Similarly, Shang et
al. [16] conduct a study focusing on the evolution of logging
statements. Recently, Li et al. [2] conduct a qualitative study
on the benefits and costs of logging based on surveying
developers and studying logging-related issue reports. Besides
those characteristic studies on logging, empirical studies are
also carried out focusing on different aspects of logging
practices. The studied topics include the stability of logging
statements [70], logging utilities [71] and libraries[72], logging
configurations [73], and the relationship between logging
practices and software quality [74] and performance [75], [15].

All prior studies provide empirical evidences that show the
challenges in software logging practices, which motivates our
work towards automated generation of logging texts.

VIII. CONCLUSION

In this paper, we present our approach, LoGenText, which
automatically generates the textual descriptions of logging
statements based on neural machine translation models. By
comparing the generated logging texts with the actual logging
texts in the source code, we find that LoGenText shows
promising results in the automated generation of logging
texts. Our approach LoGenText outperforms the state-of-the-art
baseline approach in terms of both quantitative metrics (BLEU
and ROUGE) and human ratings. Our research sheds light on
promising research opportunities that exploit and customize
neural machine translation models for the automated genera-
tion of logging statements, which will reduce developer’s ef-
forts in logging development and maintenance and potentially
improve the overall quality of software logging.
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